Seeing the Invisible: Quantitative Phase Imaging by Focus Variation

When detecting an image in the optical microscope the phase of the wave function forming it gets lost. This phase carries valuable information about variations in the refractive index of the transmitted material, or the topography of the object characterized in reflection. We provide an overview of different reconstruction algorithms developed in our lab to recover this phase information from a set of defocused images.

A Simple Experiment to Measure Phase

In a conventional light microscope photons emitted from a source are shot at a microscopic object and the transmitted or reflected photons are then collected on a detector. Photons may take different amounts of time for this trip, depending on the length of the optical path they have taken. Assuming that all these photons originate from a single point source and are thus highly spatially coherent, and ignoring the polarization of each of these photons, we can describe the light field in any plane normal to the optical axis of the microscope by a complex-valued wave function. The amplitude squared of this wave at any position describes the probability of a photon to be found at that place, and differences in the phase of the wave between two positions account for differences in the time those photons have travelled. These phase differences are thus directly proportional to local differences in refractive index or thickness of the transmitted medium, or, when operating in reflection, topographic information.

Realizing that the phase carries much of the relevant information about transparent objects Frits Zernike developed phase contrast microscopy in the early 1930s. Since then more quantitative techniques for sample-induced phase shifts in transmitted and reflected light waves have been developed, ranging from Mach-Zehnder interferometer-type setups to integrating differential phase contrast to various light-field detection schemes. Some of these schemes require high spatial coherence; others are less stringent on the coherence requirements, but most of them require either a specially designed microscope or some dedicated hardware attached to the microscope.
One very simple technique of measuring phase differences that requires neither high spatial coherence nor any additional hardware attached to the microscope is the reconstruction of the phase \( \pi \) from a measurement of the intensity in a given plane \( (I_0) \) and the variation of the intensity along the optical axis \( (\partial Z I) \) in that plane and solving the transport of intensity equation (TIE) [1]: see equation 1 where \( k_0 = 2\pi/\lambda \) is the wave number and \( \lambda \) the wavelength.

As figure 1 shows, when illuminating unstained live cells with photons emitted by a partially spatially coherent light source, such as an LED, the contrast in the amplitude of the transmitted wave is nearly vanishing - most features of the cell remain invisible. Only at some boundaries of cell constituents where the mass density and with that the refractive index changes abruptly, diffraction leads to some contrast in the focused image. Images recorded at some defocus (achieved by raising or lowering the specimen from the in-focus condition), however, will feature Fresnel fringes at places where the phase of the imaged wave changes. With increasing defocus these fringes expand, but, because of the partial spatial coherence of the illumination, also start to appear more blurred.

**Improving on the Linear Approximation**

Retrieving the phase via the TIE is straightforward, but there are several problems associated with it. Two very important issues are:

1) Solving this 2nd order elliptical partial differential equation requires the phase along the boundaries of the measured area to be known beforehand (Dirichlet boundary conditions), or at least its derivatives (Neuman boundary conditions). In lack of such information experimentally rarely realized periodic boundaries of the phase or flux-preserving boundary conditions (the component of the gradient of the phase normal to the boundary vanishes) are typically assumed.

2) Determining \( \partial Z I \) by a finite difference approach from intensity measurements at only two planes of focus makes the resulting phase reliable for just a narrow band
Even without introducing known elements to the object, such as framing the field of view with a hard-edged aperture or so, we can, in many cases, make use of prior knowledge about the object to provide constraints that help fix the unknown boundary conditions. A widely applicable type of prior knowledge is sparseness in the domain of the gradient of the phase. Although they also contain amplitude information, the fact that differential phase contrast images of very many objects investigated under the optical microscope contain large fractions of zeros, shows that this is indeed the case. While compressed sensing implemented, for example, as a total variation minimization algorithm may seem to be the obvious choice for finding sparse solutions, we have shown that gradient flipping (iteratively flipping pixels in the gradient of the phase whose absolute value is below a certain threshold) while maintaining consistency with the experimental data) [2] is able to recover the correct phase in a much wider range of cases [3]. Figure 2f gives an impression of how well this works in live cell imaging.

Regarding the accuracy of the measurement of $\partial_Z I$ several approaches exist that take into account images recorded at many different z-positions. These fit, for example, a higher order polynomial to the variation of the intensity in each pixel with defocus and keep only the linear component [4], or solve the TIE for individual frequency bands and add the results [5]. Our own FFT-based multi-focus TIE (MFTIE) approach relies on a geometric progression of defocus values, together with the design of the inverse Laplacian ($\nabla^{-2}$) operator as a filter in reciprocal space that accounts also for the effect of partial spatial coherence in a flux-preserving manner [6] as well as the fact that images defocused by a large amount encode low spatial frequency information more strongly than those defocused only slightly, while a small defocus provides access to high-frequency details in the phase. Figure 2 compares a result obtained from applying the conventional 3-plane TIE (i.e. one image recorded in-focus, and two out-of-focus images at focal planes $\Delta z = \pm 1 \mu m$ with two phase maps obtained by the MFTIE approach, taking into account 15 ($\Delta z = -4.7 \ldots 4.7 \mu m$) and 41 ($\Delta z = -177 \ldots 177 \mu m$) planes. We have tested the MFTIE in both synthetic and experimental datasets, obtaining quantitative phase information that agrees with our expectations. Implementing this non-iterative algorithm for high-end graphics cards it delivers the phase in about the same time it takes to acquire the data, independent of the number of focal planes included.

Going Non-Linear
While the simplicity of the linear TIE is very appealing and facilitates a unique solution (for known boundary conditions) by a non-iterative approach, it is based on
a linearized approximation of the contribution of the defocus on the coherent contrast transfer function -see equation 2- where \( n \) is the refractive index, \( \Delta z \) the defocus, and \((k_x, k_y)\) the reciprocal space coordinates in the back-focal plane of the objective lens. This approximation starts to break down at numerical apertures greater than 0.3. At \( NA > 0.3 \) the correct expression (left hand side of ‘\( \approx \)’) for the CTF should be used, and the non-linear nature of the resulting expression for the image intensity requires the use of iterative algorithms which optimize the estimate for amplitude and phase of the wave function by matching images simulated from this wave to the corresponding experimental data (see figure 1). A number of approaches aiming at accurate wave retrieval have been developed (limited space forbids to produce a representative list here). Some of them combine the power of the TIE to retrieve very low spatial frequency components of the phase with the accuracy of iterative approaches in recovering its high spatial frequency components. One of these is the full-resolution inline holography (FRIH) algorithm [7] which takes particular care to avoid low spatial frequency artefacts introduced by the TIE, accounts for partial spatial coherence, and changes in image magnification and distortions when changing the defocus. Figure 2f, and the phase image shown at the top of this article have been recovered using this algorithm.

In the inverse dynamical photon scattering (IDPS) algorithm, the propagation of the optical wave through the sample and the objective lens is taken into account via the beam propagation method (also called multislice approximation) [8-10]. Although it is capable of three-dimensional reconstructions [9], we will restrict ourselves to two dimensions here.

IDPS retrieves the phase by iteratively minimizing an error function through gradient descent optimization. These gradients are calculated efficiently by reformulating the image formation process as an artificial neural network. Furthermore, the error function can be chosen freely by the user, the advantage of which has been demonstrated in [10] where changing from a sum of least squares to a sum of least absolute values greatly increased the solution’s robustness. IDPS’s explicit access to its error function also enables regularization by adding a regularization term, \( E_R \), and thus select for alternate solutions with enhanced lower spatial frequencies. In order to promote sparse edges, \( E_R \) is set to the \( \ell_1 \)-norm of the result of the so-called ring-filter applied to the solution.

In figure 3 the solution without regularization and the ring-filter are depicted, respectively. The regularized solution is shown in figure 2e. In all cases, only 13 defoci were used: 22 \( \mu \text{m} \), 17 \( \mu \text{m} \), 10 \( \mu \text{m} \), 5 \( \mu \text{m} \), 2 \( \mu \text{m} \), 1 \( \mu \text{m} \), 0 \( \mu \text{m} \) and their negatives. Note how the regularization brings out the lower frequencies.

**Summary**

In summary, we have presented several algorithms for recovering the phase shift
induced by transparent objects in the optical microscope. While TIE-based solutions are faster than non-linear reconstruction algorithms, even when iteratively applying gradient flipping, the non-linear approaches promise higher resolution and accuracy at high NA and, in the case of IDPS access to 3D [10].
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